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Background

1. Theneed and problem of data

— data comprises distributed and isolated data sets;
— analytics requires models to be trained across these independent data sets;

— data sovereignty/privacy legislation is making collecting, sharing and analysing data increasingly difficult.

2. Privacy of data

Privacy of data poses many challenges:

— Internal data management- need to control data-access and be able to store data in a way that will enable to do
analytics.

— Collaboration with third parties- companies recognizing value of collaboration need a way to do that without
compromising sensitive data access.

— Monetising the data
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What | think | do

* Crowdflower, 2015: “66.7% said cleaning and organizing data is one of their most time-consuming tasks*.
= They didn’t report estimates of time spent

» Crowdflower. 2016: “What data scientists spend the most time doing? Cleaning and organizing data: 60%, Collecting data sets; 19%
* Only 80% of time spent if you also lump in collecting data as well

+ Crowdflower, 2017: “Whar activity takes up most of your time? 51% Collecting, labeling, cleaning and organizing dara”
* Less than 80% and also now includes tasks like labelling of data

* Figure Eight, 2018: Doesn’t cover this question.

« Figure Eight, 2019: “Nearly three quarters of technical respondents 73.5% spend 25% or more of their time managing, cleaning, and/or labeling data”
* That's pretty far from 80%!

» Kaggle, 2017: Doesn’t cover this question

» Kaggle, 2018: “During a typical data science project, what percent of your time is spent engaged in the following tasks? ~11%% Gathering data, 15% Cleaning data
« Again, much less than 80%

https://blog.|dodds.com/2020/01/31/do-data-scientists-spend-80-oftheirtime-
cleaning-data-tums-out-no/
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Robust De-anonymization of Large Datasets e
{How to Break Ancnymity of the Metflix Prize Dstaset)

The Univewsity of Tevas of Aol
Febsrusry &, MK

It also appears that Netflix might be in violation of its own stated privacy policy. According to this
policy, “Personal information means information that can be used 1o identify and contact you, specifically
your name, postal delivery address, e-mail address, payment method (e.g., credit card or debit card) and
elephone number, as well as other information when such information is combined with your personal
information. [...] We alko provide analyses of our users in the aggregate (o prospective partners, advenisers
and other third partics. We may also disclose and otherwise use, on an anonymous basis, movie rtings,
commentary, reviews and other non-personal information about customers.” The simple-minded division of
information into personal and non-personal is a Talse dichotomy.

“Mo, all identifying inf ion has been d; all that remains are ratings and
dates. This follows our privacy policy, which you can review here. Even if, for example, you
knew all your own ratings and their dates you probably couldn’t identify them reliably in the
data because only a small sample was included (less than tenth of our complete dataset)
and that data was subject 1o perturbation. Of course, since you know all your own ratings that
really isn't a privacy problem is it?”
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Even more sensitive

L. Sweeney, Simple Demographics Ofen Identifly People Uniquely, Carnegie Mellon Usniversity, Data
Privacy Werking Paper 3. Pittsburgh 2000,

1. Abstract

In this document, [ report on expenments I conducted using 1990 U.S. Census summary
d.atatodcwmhowmmdmduﬂa“mnmmphcﬂy situated populations had
combinations of demographic values that occurred infrequently. It was found that combinations
of few charactenstics often combine in populations to uniquely or nearly umquely dentify some
mdividuals, Clearly, data released contaming such mformation about these indniduals should not
be considered anonymous. Yet, health and other person-specific data are publicly available in this
form. Here are some surpnising results using only three fields of information, even though typical
data releases contain many more fields. It was found that 87% (216 million of 248 million) of the

ion in the United States had characteristics that likely made them unigue based
only on {5-digit ZIP, gender, date of birth}. About half of the U.S. population (132 nullion of 248
million or 53%) are likely to be umquely identified by only {place, gender, date of burth}, where
place s basically the eity, town, or municipality 1n which the person resides. And even at the
county level, {county, gendﬂ' date of birth} are likely to umiquely identify 18% of the U.S.
population. In general, few characteristics are needed to uniquely identify a person.

L Swesmey, Senple Demographacn Oftes Leasdy People Lniguely, Camegie MeZoa Lsneruty, Dt
Prevacy Working Paper §, Pritabargh 2000

Aledical Thanta "l'ilﬂ"l..lt
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At the time GIC released the data, Willlam Weld, then Governor of Massachusetts,
assured the public that GIC had protected patient privacy by deleting identifiers. In
response, then-graduate student Sweeney started hunting for the Governor's hospital
records in the GIC data, She knew that Governor Weld resided in Cambnidge,
Massachusetts, a city of 54,000 residents and seven ZIP codes. For twenty dollars, she
purchased the complete voter rolis from the city of Cambridge, a database containing,
among other things, the name, address, ZIP code, birth date, and sex of every voter, By
combining this data with the GIC records, Sweeney found Governor Weld with ease. Only
six people in Cambridge shared his birth date, only three of them men, and of them, only
he lived in his ZIP code. In a theatrical flounsh, Dr. Sweeney sent the Governor’s health
records (which included diagnoses and prescriptions) to his office.

Identifving Participants in the Personal Genome Project by Name

Latasya Sweeney, Alooa Aba, Jiulia Winn
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Secure Multiparty Computation (“SMPC”)

- Alice, Bob, and Carol would like to know their average salary, say: +  Whatif Alice randomlygives Carol her 2" secretshare,and Bob her 3¥etc. and
we jumble the shares?

Bob 200 Alice

Carol

+ Useful butpersonal information

Bob

Carol 0 100

Carol got a figure of 30 from Alice, Alice got a figure of 350 from Carol, can

* Theydon'twantto tell each other they infer anything from abouttheir salaries?

. i d
Couldgive to a trusted 3" party, Dylan to compute? + Everyone can sum their“secretshares” and glean nothing, butobserve:

Alice 50 180 350 580

o w0 s 2

Carol 0 100 130

+  Butcan they all trust him? Would he collude?
+ Considerrandomlyadding numbersin and splitting

= --_E-
Bob -80 100
Carol 0 350
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Insurer 3's secret

Insurer 1 receives 15
Insurer 2 receives 7

Insurer 3keeps | = 3

Secure Multiparty Computation (“SMPC”)

1. Insurers 1,2,and 3 all decide to build their claims model on their own data, and calculate
their gradients (=>parameters)

Insurer ~ [Gradient  [Out-of-sample error
11 1.3 1

1 ) 5 8 15 23
2 15 27 2 4 8 7 19
3 2 10.3 3 4 2 3 9
Sum 24 172 oa | [ L
Average B b7 |
2. Some prime number p,say 27 is picked, and all gradients are takento mod p
insurer __|Gradient  [Mod27 4. Total is taken to mod p and then divided by the number of insurers:
1 1 11 51 mod 27=24
2 15 15
3 2 25 24/3=8
. ) 5. Everyone updates their gradients(=>parameters) to get (hopefully) improved mode
3. Scrambling and sharing occurs as before
insurer __________|Gradient ________[out-of-sample errg
1 8 0.9
Insurer Mod27 2 ) 42
3 8 5.6
- = 3 i - = Sum 24 10.7
2 15 |3 8 4 15 Average______[g . B6 |

3 25 hs 7 3 25
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Federated Learning Ecosystem

- Federated data infrastructure — privacy-preserving data infrastructure; a
framework for collaboration, allowing secure communication with collaborating
parties, such that ‘raw’ data does not leave the owner.

- Federated machine learning — decentralized training of a machine learning
model which enables collaborative learning while keeping data sources in their
original location. For example, Google’s mobile phone users benefit from
obtaining a well-trained model without sending their personal data to the
Cloud.
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Federated Learning
... by data partition

DatafromA | DatafromA |

DatafromB DatafromB

Features Features
Large overlap of of two datasets Large overlap of of two data sets

Federated transfer

learning \/

Datafrom A

DatafromB

Features
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Federated learning pipeline.

Initialisation Training
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Figure 2: Google Federated Learning -2ty

A) your phone personalises the model locally depending
on your usage;

B) many users’ updates are aggregated;

C) the aggregated updates form a consensus change to
the shared model; and

D) the shared models are updated.
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Gradient Descent is an optimization algorithm used in the back-propagation
step of Neural Networks with the goal to minimize the loss function updating
parameters by a loop process

O — D*Gic = 041
Averaging the gradient in the Federated Learning process

Shared Shared g _ Shared
0; — 1) * U = 071

Where: n

1
uf represents the average of local gradients -> o Z it = ,utg
i=1
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Open-Source Tools

* Google TensorFlow Federated (TFF) - Google TFF focuses on horizontal federated learning with a large
population of client devices with heterogeneous computing capabilities.

+ OpenMined PySyft — PySyft uses the PyTorch machine learning platform to implement a federated learning
model. PySyftis a Python library for secure and private deep learning. Py Syft supports PyTorch, Tensorflow,
and Keras with varying capabilites for remote execution, federated learning, differential privacy,
homomorphic encryption, and secure multi-party computation.

- WeBank FATE - WeBank’s Federated Al Technology Enabler (FATE) supports horizontal FL, vertical FL
and federated transfer learning with a focus on secure protocols based on homomorphic encryption and
multi-party computation (MPC).
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Use Case: Data

Data frame has 678.013 individual car insurance policies and for each policy there are 12 variables

N Name Description

1 IDPol Policy number

2 ClaimNb Number of claims on the given policy

3 Exposure Total exposure inyearly units

4 Area Area code

5 VehPower Power of the car

6 VehAge Age of the car in years

7 DrivAge Age of the driver in years

8 BonusMalus  Bonus-malus level between 50 and 230 (reference level 100)
9 VehBrand Car brand

10 VehGas Diesel or regular fuel car

11 Density Density of inhabitants per km-square inthe city of the living place of the driver
12 Region Regions in France (prior to 2016)
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Use Case: Data

» Data transformation

» Data cleaning: some features have been corrected for anomaly values, following Mario V.
Wutrich approach in "Case Study: French Motor Third-Party Liability Claims"

» Data pre-processing: encoding categorical features and scaling all features

- Constraints about data input for federated learning

» Same data transformation and same features are required for all participants involved in
the Federated Learning training

10 October 2021
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Use Case Challenges: Federated Learning Engineering
Issues

» Data characteristics

* Model characteristics - choosing the hyperparameters (values used to
control the learning process) and optimisers

» Performance efficiency - performance is impacted firstly by node
communications requirements and secondly by privacy-preserving
cryptographic technigues.

» Availability of nodes - distributed and collaborative training is impacted by
availability of communications and nodes. Systems need to be reliable or
tolerant to failure, otherwise it may interrupt the entire training process that
may render all the work done by the other nodes as void.
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Applications of Federated Learning

- Federated Learning has been introduced by Google in 2017 for the mobile
keyboard prediction

- Federated Learning applications in healthcare are used to improve real-world
Al models for COVID-19 diagnosis on chest X-rays, pancreas segmentation Al
model, prostate cancer Al model...

10 October 2021
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Federated Learning applications in finance are used to build a Fraud Detection
System to minimize loss for banks and cardholders, for credit scoring...

Federated Learning applications are used in smart cities to estimate air
guality, to detect abandoned and suspicious objects, to reduce the traffic

congestion...

Federated Learning applications are used in insurance for claims fraud
detection, for risk modelling and pricing...

10 October 2021 19



Questions




